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ABSTRACT

The major air pollutants in Malaysia that contribute to air pollution are carbon monoxide, 
sulfur dioxide, nitrogen dioxide, ozone, and particulate matter. Predicting the air pollutants 
concentration can help the government to monitor air quality and provide awareness to the 
public. Therefore, this study aims to overcome the problem by predicting the air pollutants 
concentration for the next day. This study focuses on an industrial, the Petaling Jaya 
monitoring station in Selangor. The data is obtained from the Department of Environment, 
which contains the dataset from 2004 to 2018. Subsequently, this study is conducted to 
construct predictive modeling that can predict the air pollutants concentrations for the next 
day using a tree-based approach. From the comparison of the three models, a random forest 
is a best-proposed model. The results of PM10 concentration prediction for the random 

forest is the best performance which is 
shown by RMSE (15.7611–19.0153), NAE 
(0.6508–0.8216), and R2 (0.346–0.5911). 
For SO2, the RMSE was 0.0016–0.0017, 
the NAE was 0.7056–0.8052, and the R2 
was 0.3219–0.4676. The RMSE (0.0062–
0.0075), the NAE (0.7892–0.9591), and the 
R2 (0.0814–0.3609) for NO2. The RMSE 
(0.3438–0.3975), NAE (0.7387–0.9015), 
and R2 (0.2005–0.4399) for CO were all 
within acceptable limits. For O3, the RMSE 
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was 0.0051–0.0057, the NAE was 0.8386–0.9263, and the R2 was 0.1379–0.2953. The 
API calculation results indicate that PM10 is a significant pollutant in representing the API.

Keywords: data mining, decision tree, gradient boosted trees, Modeling, PM10, random forest 

INTRODUCTION

The Malaysian Department of Environment (DOE) plays a vital role by providing real-
time Air Pollutant Index (API) readings on the Air Pollutant Index Management System 
(APIMS) website. It can help people to know the actual situation of air quality status. 
However, people can only find out the current and past API readings. People need to cancel 
plans for outdoor activities immediately if the air quality status is unhealthy or worse. It 
would be better if people could find the air quality status for the next few days, like the 
weather forecast (Ul-Saufie et al., 2012). Therefore, this study will predict the API for the 
next day.

Furthermore, there are many studies on the prediction of air pollutants concentration. 
However, most studies only focus on predicting one pollutant or a few pollutants only such 
as (Hamid et al., 2017; Shaadan et al., 2019; Alias et al., 2021; Shaziayani et al., 2021), 
and there is limited study on predicting all pollutants concentration in a study. Thus, this 
study will predict the concentration of all major air pollutants: ozone, carbon monoxide, 
nitrogen dioxide, sulfur dioxide, and particulate matter less than 10 micrometers (PM10). 
Besides, there is limited study on predicting API since most researchers only predict the 
concentration of air pollutants. Therefore, this study has continued to predict API after 
predicting air pollution concentrations.

Additionally, most researchers use artificial neural networks (ANN) to predict the 
concentration of air pollutants. The researchers also always predict only one or a few air 
pollutants in a study, as shown in Table 1. In Malaysia, there are limited studies on the 
prediction of air pollution concentrations using a tree-based approach and limited studies 
to predict all major air pollution concentrations. Furthermore, the tree-based approach is 
suitable to be applied to air pollution data, given that the data is not normally distributed, 
which can be handled using this method. However, a haze event will result in extreme air 
pollutants concentration distribution values. The extreme values will affect the normality 
of the distribution. Therefore, a method with a non-normality assumption is needed to 
predict the concentration. 

Therefore, decision trees, random forests, and gradient boosted trees were used in this 
study to predict the air pollution concentrations for the next day. Thus, tree-based modeling 
is chosen to predict the air pollutants concentration because the models are not sensitive 
and affected by extreme values or outliers (Hu et al., 2018). The study of predicting air 
pollutants concentration using tree-based models is also limited, given that most researchers 
focus on regression-based models and time series.
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MATERIALS AND METHODS

The secondary data is obtained from the Department of Environment (DOE), which contains 
the data from 2004 to 2019 for the Petaling Jaya air monitoring station (CA0016). Petaling 
Jaya is an industrial area, and the station is located at Sri Petaling Primary School (N03° 
06.612, E101° 42.274’). The number of observations for the dataset is 5763. In addition, 
the data for each variable is the daily average data to predict the next day’s air pollutant 
concentration. Therefore, each variable in the dataset is very important to understand. It 
is to get an overview of the data that will potentially be useful for moving on to steps in 
the data analysis process. At this stage, the data would be evaluated in every way, such as 
quality, accuracy, and the representative of the data. The variables included in the study 
for predicting the air pollutants concentration in Petaling Jaya are carbon monoxide (CO), 
particulate matter 10 microns or less in diameter (PM10), nitrogen dioxide (NO2), sulfur 
dioxide (SO2), ozone (O3), temperature, and relative humidity. Dedovic et al. (2016) 
mentioned that temperature is an important meteorological parameter in the formation of 
secondary PM10. The relative humidity is also a strong predictor of PM10 concentration 
and was used to replace the rainfall parameter because DOE does not measure the data. 
At the same time, PM2.5 is not considered in the prediction because PM2.5 monitoring in 
Malaysia started in mid-2017, while the report on PM2.5 was only available in 2018. Table 
2 shows the summary of sample size for the dataset. The numbers of missing values for 
all variables are below 0.6%. 

Table 1	  
The summary of methods used in previous studies

Authors MLR ANN DT RF GBT
Thomas & Jacko (2007) √ √
Cai et al. (2009) √
Moustris et al. (2010) √
Arhami et al. (2013) √
Rahman et al. (2013) √
Sekar et al. (2016) √ √
Moazami et al. (2016) √
Masih (2019) √ √
Qadeer & Jeon (2019) √
Watson et al. (2019) √ √ √ √
Alpan & Sekeroglu (2020) √ √
Shams et al. (2020) √ √
Lu et al. (2021) √
Shaziayani et al. (2021) √

*Abbreviations of the methods: MLR: Multiple Linear Regression, ANN: Artificial Neural Networks, DT: 
Decision Tree, RF: Random Forest, GBT: Gradient Boosted Trees.
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Model Development

Three models were used in predicting the air pollution concentration. The models are 
Decision Tree (DT), Random Forest (RF), and Gradient Boosted Trees (GBT). Besides, in 
the process of model development, model prediction, and model evaluation, RapidMiner 
Studio was used to predict the air pollution concentration. 

Decision Tree (DT) is a popular machine learning algorithm that can solve the problem 
by transforming the data into a tree representation. DT algorithms can be used to solve both 
regression and classification problems. In addition, DT can work well with both nominal 
and numeric data types. The structure of DT consists of nodes, edges or branches and leaf 
nodes. The nodes represent a test for the values on a certain attribute. Each edge or branch 
represents a test’s outcome and connects to the next node or leaf. Each leaf node (or terminal 
node) holds a class label that predicts the outcome. In the simplest and most frequent case, 
each test considers a single attribute, such that the instance space is partitioned according 
to the attribute’s value. DT algorithm splits data into subsets based on an attribute value. 
The process continues for each consequent subset until the target is found.

Random forest (RF) determines variable importance by randomly permuting (shuffling) 
a given variable. In this way, the variable should have no relationship with the response. 
RFs are one of the methods for assembling a collection (or forest) of decision trees with 
the bagging technique. It trains many trees concurrently and uses the majority judgment 
developed in DTs as the RF model’s final decision. The difference in accuracy in the random 
forest using the original data and the random forest predictions using the shuffled variable 
is then calculated. Next, a single variable importance measure is computed as the average 
of these differences across every tree in the forest (Breiman et al., 2002). Finally, a single 
variable importance measure is computed as the average of these differences across every 
tree in the forest.

Boosted regression tree models are developed by integrating two algorithms; Decision 
trees are used as the main methods for classifying the datasets through a supervised method, 

Table 2	  
Summary of dataset sample size

Variables Number of 
Samples

Non-Missing 
Values Missing Values Percentage of 

Missing Values
O3 5398 5372 26 0.48%
CO 5398 5371 27 0.50%
NO2 5398 5369 29 0.54%
SO2 5398 5366 32 0.59%
PM10 5398 5397 1 0.02%

Temperature 5398 5397 1 0.02%
Relative Humidity 5398 5397 1 0.02%
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and then boosting is used to aggregate their outputs to obtain the total prediction. Common 
boosting algorithms applied are Adaboost and gradient boosting. The gradient boosting trees 
(GBT) method is slightly different from Adaboost. Instead of using the weighted average 
of individual outputs as the final outputs, GBT uses a loss function to minimize loss (as an 
optimization function) and converge upon a final output value. Moreover, gradient boosting 
uses short, less-complex decision trees instead of decision stumps. A larger number of 
gradient boosting iterations reduces training set errors. However, raising the number of 
gradients boosting iterations too high will increase the overfitting. So, monitoring the error 
of prediction from a distinct validation data set can help choose the optimal value for the 
number of gradients boosting iterations. 

The year 2004 to 2018 will be divided into two parts which are 70% of the data for 
model training and another 30% for model testing, as suggested by Arabameri et al. 
(2019). Then the results of each model were compared to find the best-proposed model for 
predicting each air pollutant. Finally, the best-proposed model was applied to the dataset 
for the year 2019 to calculate the air pollutant index. 

Table 3 shows the general model of DT, RF and GBT in predicting air pollutants 
concentration. The predicted value is represented by δ while the observed value is 
represented by D. Each method (DT, RF, and GBT) is used to predict the next day’s 
concentrations for each pollutant with CO, PM10, NO2, SO2, O3, T, and RH of the current 
day as predictors.

Figure 1. Model prediction workflow

Model Development for Air Pollutants 
Concentrations

Model Training
(70% of data 2004-2018

Model Testing
(30% of data 2004-2018

Decision Tree Random Forests Gradient Boosted Trees

Model Evaluation

The best model for each pollutant

API Calculation using data 2019

End
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Model Evaluation

The performance of the models is evaluated using statistical comparisons, which were root 
mean square error (RMSE), normalized absolute error (NAE), and squared correlation (R2). 
The R2 is used to assess the model’s accuracy; values closer to 1 imply more accuracy. While to 
quantify a model’s error, the RMSE and NAE are used; a value close to 0 indicates a minimal 
error. The models that provide the best prediction values were selected as the best-proposed 
models for predicting the concentration of air pollutants. Below is the Equations 1-3 for each  
indicator:

			   (1)

			   (2)

			   (3)

where,
= Total number of sample size

= Observed values of i-th day

= Predicted values of i-th day
= Mean of the predicted values of one set of daily monitoring records

= Mean of the observed values of one set of daily monitoring records

= Standard deviation of the predicted values of one set of daily monitoring records

 = Total number of sample size; 

Table 3
General model for the next day’s prediction

Prediction Model
Next day (δ+1) CO (δ +1) ~ DT [CO (D), PM10 (D), NO2 (D), SO2 (D), O3 (D), T (D), RH (D)]

CO (δ +1) ~ RF [CO (D), PM10 (D), NO2 (D), SO2 (D), O3 (D), T (D), RH (D)]
CO (δ +1) ~ GBT [CO (D), PM10 (D), NO2 (D), SO2 (D), O3 (D), T (D), RH (D)]

Next day (δ+1) PM10 (δ +1) ~ DT [CO (D), PM10 (D), NO2 (D), SO2 (D), O3 (D), T (D), RH (D)]
PM10 (δ +1) ~ RF [CO (D), PM10 (D), NO2 (D), SO2 (D), O3 (D), T (D), RH (D)]
PM10 (δ +1) ~ GBT [CO (D), PM10 (D), NO2 (D), SO2 (D), O3 (D), T (D), RH (D)]

Next day (δ+1) NO2 (δ +1) ~ DT [CO (D), PM10 (D), NO2 (D), SO2 (D), O3 (D), T (D), RH (D)]
NO2 (δ +1) ~ RF [CO (D), PM10 (D), NO2 (D), SO2 (D), O3 (D), T (D), RH (D)]
NO2 (δ +1) ~ GBT [CO (D), PM10 (D), NO2 (D), SO2 (D), O3 (D), T (D), RH (D)]

Next day (δ+1) SO2 (δ +1) ~ DT [CO (D), PM10 (D), NO2 (D), SO2 (D), O3 (D), T (D), RH (D)]
SO2 (δ +1) ~ RF [CO (D), PM10 (D), NO2 (D), SO2 (D), O3 (D), T (D), RH (D)]
SO2 (δ +1) ~ GBT [CO (D), PM10 (D), NO2 (D), SO2 (D), O3 (D), T (D), RH (D)]

Next day (δ+1) O3 (δ +1) ~ DT [CO (D), PM10 (D), NO2 (D), SO2 (D), O3 (D), T (D), RH (D)]
O3 (δ +1) ~ RF [CO (D), PM10 (D), NO2 (D), SO2 (D), O3 (D), T (D), RH (D)]
O3 (δ +1) ~ GBT [CO (D), PM10 (D), NO2 (D), SO2 (D), O3 (D), T (D), RH (D)]
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= Total number of sample size

= Observed values of i-th day

= Predicted values of i-th day
= Mean of the predicted values of one set of daily monitoring records

= Mean of the observed values of one set of daily monitoring records

= Standard deviation of the predicted values of one set of daily monitoring records

 = Observed values of i-th day

= Total number of sample size
= Observed values of i-th day

= Predicted values of i-th day
= Mean of the predicted values of one set of daily monitoring records

= Mean of the observed values of one set of daily monitoring records

= Standard deviation of the predicted values of one set of daily monitoring records

 = Predicted values of i-th day

= Total number of sample size
= Observed values of i-th day

= Predicted values of i-th day
= Mean of the predicted values of one set of daily monitoring records

= Mean of the observed values of one set of daily monitoring records

= Standard deviation of the predicted values of one set of daily monitoring records

 = Mean of the predicted values of one set of daily monitoring records

= Total number of sample size
= Observed values of i-th day

= Predicted values of i-th day
= Mean of the predicted values of one set of daily monitoring records

= Mean of the observed values of one set of daily monitoring records

= Standard deviation of the predicted values of one set of daily monitoring records

 = Mean of the observed values of one set of daily monitoring records

= Total number of sample size
= Observed values of i-th day

= Predicted values of i-th day
= Mean of the predicted values of one set of daily monitoring records

= Mean of the observed values of one set of daily monitoring records

= Standard deviation of the predicted values of one set of daily monitoring records = Standard deviation of the predicted values of one set of daily monitoring records

= Total number of sample size
= Observed values of i-th day

= Predicted values of i-th day
= Mean of the predicted values of one set of daily monitoring records

= Mean of the observed values of one set of daily monitoring records

= Standard deviation of the predicted values of one set of daily monitoring records

 = Standard deviation of the observed values of one set of daily monitoring records

The results of RMSE, NAE, and R2 for the three models were compared to determine 
the best model. First, the lowest value of RMSE and NAE was ranked as 1, the second 
lowest value was ranked as 2, and the highest was ranked as 3. For R2, the method for 
ranking is the opposite of RMSE and NAE. The highest value of R2 was ranked as 1, the 
second highest value was ranked as 2, and the lowest was ranked as 3. Then, the ranked 
values for RMSE, NAE, and R2 were summed up to find the lowest total ranking values 
among the three models, which indicate the best (Shaziayani et al., 2021).

API Calculation

The first step to calculating the air pollution index (API) is the sub-index for each pollutant. 
The predicted values of air pollutant concentration were used to calculate the sub-index. 
Table 4 shows the formulas used by the Department of Environment (DOE) in calculating 
the sub-index. Let X represent predicted concentration and Y represent the index.

Then, the highest sub-index among the air pollutants was chosen as the API for the 
predicted day. Figure 2 shows the determination of API calculation. After calculating the 
sub-index for all pollutants, the sub-index results were compared, and the highest was 
chosen as a maximum index, API.

Table 4	  
Equations of sub-index calculation

Air Pollutants Values of Predicted Concentration (X) Formula of Sub-Index (Y)

Carbon 
Monoxide 

(CO)

X < 9 ppm Y = X × 11.11111
9 < X < 15 ppm Y = 100 + [(X ‒ 9) × 16.66667]
15 < X < 30 ppm Y = 200 + [(X ‒ 15) × 6.66667] 

X > 30 ppm Y = 300 + [(X ‒ 30) × 10] 

Ozone (O3)
X < 0.2 ppm Y = X × 1000 

0.2 < X < 0.4 ppm Y = 200 + [(X ‒ 0.2) × 500] 
X > 0.4 ppm Y = 300 + [(X ‒ 0.4) × 1000] 

Nitrogen 
Dioxide (NO2)

X < 0.17 ppm Y = X × 588.23529
0.17 < X < 0.6 ppm Y = 100 + [(X ‒ 0.17) × 232.56]
0.6 < X < 1.2 ppm Y = 200 + [(X ‒ 0.6) × 166.667]

X > 1.2 ppm Y = 300 + [(X ‒ 1.2) × 250]



130 Pertanika J. Sci. & Technol. 31 (1): 123 - 135 (2023)

Nurul A’isyah Mustakim, Ahmad Zia Ul-Saufie, Wan Nur Shaziayani, Norazian Mohamad Noor and Sofianita Mutalib

RESULTS AND DISCUSSION

The central tendency and dispersion measures are shown in Table 5 from 2004 to 2018. 
This research focuses on five major air pollutants at Petaling Jaya station, namely O3, CO, 
NO2, SO2, and PM10. From this study, PM10 is the one with the most unstable data as it 
has many outliers compared to others. O3, CO, NO2, and SO2 also have outliers but not as 
much as PM10. Besides, PM10 has the highest standard deviation, which means that PM10 
concentrations are far from the mean of the set and spread over a wider range. Meanwhile, 
the standard deviation for O3, CO, NO2, and SO2 are all less than one, which means the 
values tend to be close to the set mean. 

The highest concentration of PM10 was recorded in Petaling Jaya on August 11, 2005. 
According to Shaharuddin and Noorazuan (2006), massive fires caused by agricultural 
activities in Kampar, Pelalawaan, Indragiri Hulu, and Bengkalis provinces, as well as 

Sulfur Dioxide 
(SO2)

X < 0.04 ppm Y = X × 2500
0.04 < X < 0.3 ppm Y = 100 + [(X ‒ 0.04) × 384.61]
0.3 < X < 0.6 ppm Y = 200 + [(X ‒ 0.3) × 333.333]

X > 0.6 ppm Y = 300 + [(X ‒ 0.6) × 500] 

Particulate 
Matter (PM10)

X < 50 μg/m3 Y = X 
50 < X < 150 μg/m3 Y = 50 + [(X ‒ 50) × 0.5]
150 < X < 350 μg/m3 Y = 100 + [(X ‒ 150) × 0.5]
350 < X < 420 μg/m3 Y = 200 + [(X ‒ 350) × 1.4286]
420 < X < 500 μg/m3 Y = 300 + [(X ‒ 420) × 1.25]

X > 500 μg/m3 Y = 400 + (X ‒ 500)

Source. Department of Environment (1997)

Table 4 (continue)

Air Pollutants Values of Predicted Concentration (X) Formula of Sub-Index (Y)

NO2O3 SO2 PM10CO

Sub-Index 
(NO2)

Sub-Index 
(O3)

Sub-Index 
(SO2)

Sub-Index 
(PM10)

Sub-Index 
(CO)

API

Maximum Index

Figure 2. Diagram of API calculation
Source. Department of Environment (2017)
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peat forest fires in Rokan Hulu and Rokan Hilir, were the main sources of PM10 emissions 
entering the Malaysian atmosphere from 10–12 August 2005.

Lastly, it reveals that all the variables are not normally distributed because the skewness 
is not equal to zero. Furthermore, besides the skewness results, it indicates that O3, CO, 
SO2, and PM10 are skewed right because the values are positive, while NO2, temperature, 
and relative humidity are skewed left because the values are negative. Thus, the non-normal 
distribution data reinforces the reason it is necessary to use the tree-based approach because 
the approach does not require assumptions of normality (Elith et al., 2008).

Table 5	  
Summary of dataset statistic

Variables Mean Median Standard Deviation Skewness Maximum
O3 0.0142 0.0130 0.0063 0.6269 0.0420
CO 1.3201 1.2660 0.4664 1.1080 6.7730
NO2 0.0285 0.0280 0.0079 -0.0313 0.0610
SO2 0.0041 0.0040 0.0021 1.0787 0.0240
PM10 48.1261 43.5830 24.9671 4.9070 482.2080

Temperature 27.0160 28.0279 5.3528 -4.1983 33.1370
Relative Humidity 71.6447 73.0000 9.4837 -2.2168 94.2071

Prediction Model

The results of RMSE, NAE, and R2 in predicting air pollution concentrations using DT, RF, 
and GBT are shown in Table 6. First, the best-proposed model is chosen by choosing the 
lowest RMSE, lowest NAE, and highest R2. Next, the RMSE, NAE, and R2 were ranked 
to make it easier. The best performance was ranked 1, followed by 2 and 3. After that, the 
ranks were summed up to choose the best-proposed model. It is revealed that the random 
forest is the best-proposed model for predicting PM10 concentration because it has the lowest 
RMSE, NAE, and second highest R2 in predicting the next day’s air pollution concentration. 

Next, the results also show that random forest is the best-proposed model for predicting 
SO2, NO2, O3, and CO concentrations for the next day since it has the lowest error and 
highest accuracy, with a total of rank values of 4 for NO2 and 3 for SO2, O3, and CO. These 
results are similar to Alpan and Sekeroglu (2020), where the RF model achieved the best 
results in predicting air pollution concentration compared to the other two models in their 
study.

Air Pollutant Index

The best-proposed model, the random forest, is applied to the dataset for the year 2019 
to predict the air pollution concentration. As shown in Table 7, the predicted air pollution 
concentration is used to calculate the sub-index, and the maximum sub-index is chosen as 
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Table 6	  
Model evaluation of PM10 concentration prediction

Air 
pollutants Model

Model Evaluation Rank
RMSE NAE R2 RMSE NAE R2 Sum

PM10

Decision tree 17.4991 0.7098 0.4790 2 2 3 7
Random forest 15.7611 0.6508 0.5764 1 1 2 4
Gradient boosted tree 19.2405 0.7895 0.5911 3 3 1 7

SO2

Decision tree 0.0017 0.7642 0.3685 2 2 3 7
Random forest 0.0016 0.7056 0.4676 1 1 1 3
Gradient boosted tree 0.0018 0.8350 0.4620 3 3 2 8

NO2

Decision tree 0.0072 0.9161 0.2507 3 3 3 9
Random forest 0.0062 0.7892 0.3587 1 1 2 4
Gradient boosted tree 0.0067 0.8610 0.3609 2 2 1 5

O3

Decision tree 0.0056 0.9072 0.2161 3 3 3 9
Random forest 0.0051 0.8386 0.2953 1 1 1 3
Gradient boosted tree 0.0055 0.8963 0.2877 2 2 2 6

CO
Decision tree 0.4108 0.8567 0.2896 3 3 3 9
Random forest 0.3438 0.7387 0.4399 1 1 1 3
Gradient boosted tree 0.3901 0.8434 0.4243 2 2 2 6

Table 7
API calculation of next day

ID Date Sub-Index 
(PM10)

Sub-Index 
(SO2)

Sub-Index 
(NO2)

Sub-Index 
(O3)

Sub-Index 
(CO)

API (Max 
Sub-

Index)

Pollutant 
of Max 

Sub-Index
1 2019.01.01 31.6825 3.4266 13.5366 15.2291 13.1300 31.6825 PM10

2 2019.01.02 30.7458 3.4560 13.6141 11.1102 13.9577 30.7458 PM10

3 2019.01.03 35.2744 3.6125 13.9373 16.4702 12.3811 35.2744 PM10

4 2019.01.04 35.9763 3.9619 13.8152 15.1340 13.4098 35.9763 PM10

5 2019.01.05 38.3268 4.3707 14.9920 16.6031 13.2073 38.3268 PM10

6 2019.01.06 35.7925 3.4983 13.3914 16.5355 13.0631 35.7925 PM10

7 2019.01.07 31.0234 4.2816 12.3576 10.2682 13.0592 31.0234 PM10

8 2019.01.08 35.9258 4.3158 15.2095 14.1415 14.8572 35.9258 PM10

9 2019.01.09 35.6401 3.9545 13.4431 14.4477 14.8709 35.6401 PM10

10 2019.01.10 31.2531 3.9623 12.6887 12.0756 13.1288 31.2531 PM10

the next day’s air pollution index (API). In this section, only 10 observations are shown from 
365 days in 2019 as an example of results in calculating and selecting the API index. For 
instance, on January 1, 2019, the highest value for the sub-index was PM10 concentration. 
Therefore, PM10 was selected as the API for this date. Overall, the results showed that 
all APIs selected PM10 because the index of PM10 is the highest among the air pollutants.
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CONCLUSION

The main finding showed that the random forest was chosen as the best-proposed model 
for predicting the concentrations of O3, CO, NO2, SO2, and PM10 for next-day prediction. 
The random forest has the best performance and is compared using RMSE, NAE, and 
R

2. Then, the best random forest model is applied to the dataset for the year 2019. The 
predicted air pollutants concentrations for 2019 are used to calculate the sub-index. Then, 
the maximum sub-index was chosen as API. From the results of API calculation, all data of 
the maximum sub-index represent by PM10. It indicates that PM10 is a significant pollutant 
in calculating the API. 

The main contribution of this study is that, besides using this tree-based model to predict 
air pollution concentration, this study also converted air pollution prediction concentration 
to sub-index API. This procedure will help the local authorities to make predictions on air 
pollutants in Malaysia and as a tool for the early warning system.
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